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Abstract 

In technical terms, an image is the visual representation of a thing or person created using optical technology (such as a mirror or lens) or a 

technological apparatus. 2 distinct domains of multiresolution image fusion, i.e., PCA and CNN, are discussed in this study. Multiresolution 
image fusion techniques amalgamate more than two images covering optical unclear and blurred parts to produce an image covering all the 
focused areas or information. Based on the study, in both PCA and CNN. PCA is more straightforward among all image fusion approaches; 
meanwhile, according to the study conducted in this paper, it produces less effective results. On the other hand, CNN gives more effective 
results, but it is complex to handle. Also, the boundary pixels of the fused image has some mismatching problems, i.e., unrecognizable 
pixels. The effectiveness of the results is measured based on some statistical image quality parameters.  
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1.  Introduction  

 

An image is a 2D, 3D, or multidimensional representation of a person or any object, and an image can be analog or digital. In 

today's scenario, digital illustration is trending so very much. A digital image is a collection of pixels that can be handled or 

stored by the digital computer; a digital image is nothing but visual perception of something in binary numbers, i.e., 0,1. Every 

digital image is of different quality as some are different from angles; some are different in resolution based on features, etc. 

An image fusion process is required to have an image that focuses on each part effectively, i.e., to preserve all the features' 

information and quality. The image fusion process takes photos from the same perspective under various conditions and 

settings of the optical device as input and produces a final informative fused image [1]. A greater view of human or automated 

perception is provided by the fused image [2]. In terms of performance metrics like peak signal-to-noise ratio (PSNR), 

normalised correlation (NC), and mean square error, using the simple primitive technique will not result in the recovery of an 
outstanding fused image (MSE). 

 

There are three levels of image fusion algorithms: low, middle, and high, or pixel, feature, and decision levels [3]. 

Pixel/Data-based image fusion blends the preliminary data of several source images to form a distinguished image, which is 

anticipated to be more elucidative than each input or source image data. Feature-level image fusion extracts numerous features, 

like edges, color, lines, etc., from distinctive image data sources and, at the moment, merges them into one or more feature 

maps that may replace the original data for further processing. Decision-level image fusion comprises blending data at a most 

significant level of deliberation [4], consolidating the outcomes from different calculations to yield a finishing up of the fused 

image. Key images are treated for the process separately for in-order extraction. The attained information is, in that case, 

merged by applying evaluation regulations to fortify the usual interpretation. 

 
The principle component analysis (PCA) is a statistical technique that separates multiple associated variables into several 

unrelated variables. We should pick the main components from the MultiSpectral image bands to sort out this approach. From 

that point forward, the primary standard module, which contains the most picture data, is subbed by the panchromatic picture. 

Lastly, the inverse principal component transform is prepared to understand a multispectral image's new RGB color bands 

with the help of principal components. It reveals the internal structure of data unbiasedly [5]. 
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CNN is a kind of neural network that incorporates the grouping of pictures during handling, it takes a shot at a layering 

premise, and CNN includes more than one layer, including concealed layers. Primarily, an input image is provided into the 

convolution layer. After choosing the parameters, filters are applied with strides and padding whenever required, then the 

convolution of the image is performed, and the ReLU application is applied to the matrix. Then pooling is performed to 

decrease the dimensionality size. We can add as many layers as we want until we got satisfied with the performance. Whenever 

satisfaction with layers, the output is flattened and fed into the FCL – Fully Connected Layer. In the end, an activation function 

is used for the output class [6-8]. Image fusion has its wide spectrum of application like medical diagnosis, pattern recognition, 

security purpose, steganography [9-13] in order to provide a user with multiple quality parameters. Wearable devices are also 

in tread now-a-days that help humans in their day to day work and to complete their assignments on time, these wearables 
also act as an health monitor to help humans in maintaining their health as well [14, 15], remembering the quote “Health Is 

Wealth”. 

  

2. Related Work 

 

In recent years many researchers have found many fields of an image to be research for better fusion method. Due to the 

importance of multi-sensor data in many areas, such as remote sensing, medical and military imaging applications, picture 

fusion has become popular in the field of research. This review process provides the way to go through study well and to 

know the fact in depth Li Yuan et al. [16], in this paper, the researcher used a wavelet for multiscale atomization of the source 

and the conclusive images to be fused to acquire mutually high and low-frequency image sets. A profound CNN is utilized to 

experience the dictate aligning between the low and high-frequency pictures of the initial and final data to get a more 
informative and clearer fused image. The researcher uses high and low-frequency pictures to point out both convolutional 

networks. According to the researcher, the experiment shows that the proposed method can procure a conclusive fused image, 

which is superior and better on the basis of different evaluation criteria carried out. Bosse et al. [17] demonstrate an approach 

based on deep neural networks to image quality assessment with its new adapting features like IQA settings, use in both no-

reference and full-reference, and its blended learning of local quality and local weights. The experiment was evaluated on 

LIVE, CISQ, and TID 2013.  

 

R. Riyahia et al. [18] Stated that the image fused by PCA has the best spectral reliability as the PCA approach perpetuates 

(conserves) spatial and spectral data of the attributes of the original image. It is better than the results generated by either the 

Brovey or Ehlers methods. Deepak Kumar Sahu et al. [19] reviewed numerous image fusion methods like primitive fusion, 

DWT-based fusion, PCA-based fusion, etc. The Results prepared by the researcher state that spatial domain image fusion 
offers high spatial resolution along with the image unfocusing problem. The DWT is a suitable method for image fusion by 

providing polished spectral content. But according to the author, both qualities must be possessed by a good final image, so 

the fusion of the DWT & spatial domain fusion method elevates the process performance rather than using DWT and PCA 

algorithm individually. Nahvi, N et al. [20] discuss the application of the DWT method on numerous images to produce a 

final, conclusive idea with nearly all the relevant information content. Many other methods like PCA, HIS, and HPF are also 

discussed. The researcher proposed a new calculative calculation using distinctive fusion methods like pixel averaging, min-

max, and max-min methods for clinical image fusion.  

 

Bedi S. et al. [3] discuss three image fusion algorithms; primary fusion, DWT, and pyramid fusion. It gives finding about 

the past related works at a portion of the current fusion techniques like primitive, DWT, PCA-based fusion, etc. The paper 

expounds on various calculations and their similar investigation together. Li, S. et al. [21] depict a counterfeit neural system 

using the picture set with this multi-focus image fusion issue. Exploratory outcomes show that the proposed strategy outflanks 
the discrete wavelet transform methodology, especially once the development in the objects or mis-registration of the input 

images is developed. All things consider, starter tests propose that the fusion result isn't precisely delicate to the image block 

size, given that its worth isn't excessively outrageous.   Huang W. et al. [2] introduced a new multi-center image fusion method 

utilizing PCNN. The vitality of picture Laplacian is used to evaluate the lucidity of the image array. The Proposed technique 

performs based on PCNN that needs no training. The researcher uses a recursive method to acquire appropriate worth. The 

researcher uses an iterative approach to obtain good results. Test results show that the proposed technique beats the DWT, Li, 

and Miao methods. Several researchers in various fields have become interested in fuzzy logic technique [22].  

 

Dhivya R. et al. [23] created a technique based on fuzzy logic, which is implied for disclosing the edges of the image that 

is deprived of ruling the threshold value. This method begins with articulating an image by a channel of unpredictable 3 x 3 

matrices. The conclusive result of the proposed method provides an undeviating effect in the lines'. This adaptive filtering 
technique is used in charge to remove the noise and gives better results for PSNR and MSE than the existing ones. Satellite 

images have become the most desirable framework for the fusion process due to its scalability and broader application for 

human welfare and contribution to the scientific world [24]. Zhijun Wang et al. [25] compared various image fusion techniques 

in their paper. They proposed a framework called the GIF method, which preserves the ratio between the respective bands, 
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upholds the radiometric unification of the data, increases the spatial resolution, and gives more emphasis to dainty signature 

variations.  

 

3. Proposed Methodology 

 

Image fusion is intended to exploit corresponding information in multiresolution images to construct a specific composite 

image with the enhanced or amplified order content. The methodology is completely elaborated in Figure 1 given below 

 

 
Figure 1. Applied Methodology 

 

Source images taken for fusion must be the same size; PCA and CNN algorithm is then applied separately to the source 
image as Figure 2. PCA develops an uncorrelated feature space for images that can be used for further analysis instead of the 

original multispectral one. PCA algorithm is as follows: 

I. Settle the data into a column vector of 2*n. 

II. Pick all the possible principal components of the multispectral band. 

III. Calculate the covariance of the vector matrix. 

IV. Calculate Eigenvector and Eigenvalues. 

V. Choose the highest covariance, and the first principal component is taken along with it. 

VI. All the following principal components lie in the subspace of the prior PC. 

 

 
Figure 2. PCA Image Fusion 
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As Figure 3, CNN is a method used for decision-making in critical image-related issues by focusing and extracting high-

level feature and frequency details of the source images and then providing a concluded, final picture giving a decision about 

the information used in embodiments [26, 27]. 

 

 
 

Figure 3. Layered Architecture of Convolution Neural Network 

 

The algorithm for CNN image fusion is: 

I. The chosen source image must be identical in size. 

II. Input images are then fed into convolution layer: Convolution layer contains filters for the initial filtering of source 

images. 

III. Convolution output is then fed into the pooling layer: the pooling layer is then reduced to the dimension size produced 

by the convolution layer and used to calculate position parameters using pooling functions such as max pooling, min 

pooling, and mean pooling. 

IV. The output of the pooling layer is the forward to Fully Connected layer: This layer then classifies the images into 

digital vision features, which are then analyzed separately. 
V. At last, the output is processed by the Softmax function: This function, also known as the normalization function, 

takes input from the fully connected layer and normalizes the input components into probability components within 

the interval (0,1). 

 

4. Quality Assessment 

 

The process of gathering and analysing data in order to determine how closely something adheres to predetermined standards 

and criteria is known as quality assessment. This paper discusses four classes of image quality assessment (IQA) algorithms: 

Visual Interpretation, SNR, Peak-SNR, and MSE. Each technique approaches the IQA problem from a different frame of 

reference and uses other initial principles. Subjective and objective both methods are used for the quality assessment in the 

fusion process in different applicable scenarios. Objective method is best suited for the dark images and infrared images or 

the images in the night mode [28, 29]. 
 

4.1. Visual Interpretation 

 

As per prior assessment rules, individual judgment, or even evaluation, realize how to ensure the eminence of the image. The 

interpreter investigates the final fused image's differentiations, immersion, sharpness, and texture. It is effortless to infer 

however depends enormously upon spectator information and can not be represented by a mathematical model. 

 

4.2. SNR-Signal to Noise Ratio 

 

SNR is the amount of sign quality compared with added noise. It is generally estimated in decibels (dB). If the noise and 

signal strength are in microvolts is Vs. and Vn, respectively, then the SNR is calculated using Equation (1):  
 

S/N= 20 log10(Vs/Vn)                                                                        (1) 
 

There are three conditions to calculate SNR: 

1) 𝐼𝑓  𝑉𝑠 = 𝑉𝑛 𝑡ℎ𝑒𝑛 𝑆𝑁𝑅 = 0   

input

Convolution 
Layer

Pooling 
Layer

Fully 
Connected 

Layer

Softmax 
Function

output



CNN and PCA in Image Fusion: A Comparative Statistical Analysis                                                                       889 

 

2) It is the ideal condition where, 
 

𝑖𝑓 𝑉𝑠 >  𝑉𝑛, ℎ𝑖𝑔ℎ 𝑆𝑁𝑅 𝑖𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 
 

3) 𝐼𝑓  𝑉𝑠 < 𝑉𝑛 , 𝑙𝑜𝑤 𝑆𝑁𝑅 𝑖𝑠 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒. 
 

Table 1. Visual representation of results 

Fig. Input mage Output of PCA Output of CNN 

1 

   

2 

   

3 

   

4 

   

5 

   
 

4.3. PSNR-Peak Signal to Noise Ratio 
 

PSNR is used to compute the peak SNR between two images; it is also calculated in decibels. The quality of the final image 

is directly proportional to the PSNR value; if the PSNR value is high, the quality of the final image also hikes or vice versa. 

To calculate the PSNR value, first, we have to calculate MSE from Equation (2): 
 

MSE= ΣM,N [I1 (m,n) – I2 (m,n)] 2 / (M*N)                                                            (2) 
 

Here in the equation: M and N are the numbers of rows and columns in the source images.  

PSNR is then calculated by Equation (3): 
 

PSNR=10log10(R2MSE)                                                                            (3) 
 

Here, R is the highest deviation in the source image 
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4.4. MSE-Mean Square Error 

 

MSE is the comparison parameter to determine the quality of an image. It represents the aggregate squared error between the 

two images. MSE plays a vital role in the calculation of PSNR value. MSE value is directly proportional to the error presented 

in the image Equation (4). The less the MSE, the less the error. A lower MSE value represents a high-quality image.   

 

MSE= ΣM,N [I1 (m,n) – I2 (m,n)] 2 / (M*N)                                                           (4) 

 

5. Experimental Work and Analysis  

 

An experiment is performed on five image blocks of different sizes. In all five blocks of images, two images of the same block 

have other blur parts. For comparison, evaluation is performed on the fused images with the help of the quality mentioned 

above assessment parameters. 
 

Table 1 shows the fusion of input images into a single fused output image with all the informative parts that are not visually 

blurred. 
 

Table 2. Statistical Calculation of SNR by PCA and CNN 

 
 

Table 2 exhibits the SNR values for all five image blocks using both PCA and CNN. 

 
Table 3. Statistical Calculation of PSNR by PCA and CNN 

 
 

Table 3 shows the PSNR values for all five image blocks using both PCA and CNN. 

 
 

 

 

 

0

5

10

15

Fig  1 Fig  2 Fig  3 Fig  4 Fig  5

Graphical Result

SNR (PCA)

SNR (CNN)

0

10

20

30

40

50

60

70

Fig  1 Fig  2 Fig  3 Fig  4 Fig  5

Graphical Result

MSE (PCA)

MSE (CNN)

Fig. SNR (PCA) SNR (CNN) 

Fig 1. 
11.8182 

 
11.5172 

Fig 2. 11.6429 11.0904 

Fig 3. 14.2511 13.6077 

Fig 4. 12.6876 12.4355 

Fig 5. 12.7549 12.4799 

Fig. MSE (PCA) MSE (CNN) 

Fig 1. 65.4080 67.7141 

Fig 2. 62.0299 66.1038 

Fig 3. 49.4294 53.2296 

Fig 4. 59.1780 60.9204 

Fig 5. 58.7210 60.6102 
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Table 4. Statistical Calculation of MSE by PCA and CNN 

 
 

Table 4 shows the MSE values for the entire five image block using both PCA and CNN. Fusion results on PCA and CNN 

are shown in Table 1. After examining both the source and fused images, an apparent effect can be seen. Besides visual 

observation, all the statistical parameters like SNR, PSNR, and MSE show different mathematical values for all the five image 

blocks. 
 

6. Conclusion 
 

Image fusion is trending nowadays in every domain in our day-to-day life. After experimenting with the PCA and CNN fusion 

Techniques with different images, it demonstrates that the result produced by CNN is more informative and smoother than 

PCA, but the time consumption and cost are very high; also, there are some issues on the boundaries of fused images of CNN 

there present some unrecognized boundary pixels that need to be fixed in the future along with some time managing algorithms. 

PCA is simple and less time-consuming and has some blurring problems; hence, must be some quality enhancement technique 

for PCA in future work. 
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